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TL;DR

• RST-LoRA improves long document summarization by integrating 
rhetorical structure theory into the LoRA model, outperforming 
previous methods.



Motivation

• Why we need low-rank approximation? 

• Why we need discourse knowledge?
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Motivation

• Why we need low-rank approximation? 

• Model size ↑ 👉 software and 
hardware ↑ 

• Only 0.01–1% of the parameters, 
PEFTs ≈ FFT

FFT vs PEFT

N ×
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≫



Motivation

• Why we need discourse knowledge? 

• Challenges in PEFTs 

• Latent text relations 

• Importance level of different sentences

EPFTs are not driven or guided by discourse knowledge during the training phase, as this is 
not explicitly present in the input data. 

Reason

Ghazvininejad et al. (2022); Zhao et al. (2023) 



RST Prerequisite 

• Rhetorical Structure Theory (RST) is helpful for determining: 

• Which sentences should or should not be included in the summary 

• Sentences relations 

• Discourse importance level



RST Prerequisite 

• EDU1 is the most pivotal component 

• EDU2 provides information for EDU3 

• It is not a problem to delete EDU2 

• It is still fine to delete both EDU2 and 3



Our Method 

• RST Distribution 

• RST-Aware Injection 



Our Method
• RST Distribution 

• Each point indicates the probability value 
 that   is 

the nucleus of  with discourse relation 
. (Pu et al., 2023)  

• We average and merge the y-axis of the 
matrix, and the merged value 

 is called the importance 
index of  with relation .

p(edui, eduj, rk) ∈ [0,1] ⊆ ℝ edui
eduj

rk

c(edui, eduj, rk)
edui rk



Our Method 

• RST Distribution (4 variants) 

• : Binary, label-agnostic representation (1 or 0) 

• : Binary distribution with relation labels 

• : Label-omitted probabilistic representation 

• : Most fine-grained representation with relation types and 
probabilities

RSTb
wo

RSTb
w

RSTp
wo

RSTp
w



Our Method 

• RST-Aware Injection 

•  (vanilla LoRA) 

•  (ours)

h ← h + X(Wdown
A×r Wup

r×B)

h ← h + [(X ⊙ (1 + γ))(Wdown
A×r Wup

r×B)

RST



Experiments 

• Experimental Settings 

• Datasets 

• Parser 

• Metrics 

• Training and Inference



Experiments 

• Datasets 

• Multi-LexSum (ML, Shen et al., 2022)  

• eLife (Goldsack et al., 2022)  

• BookSum Chapter (BC, Kryscinski et al., 2022) 

From legal documents, scientific papers, and 
books.



Experiments 

• Parser 

• DMRST (Liu et al., 2020, 2021). 

• Extracting probabilities and type labels from final logits layer



Experiments 

• Metrics 

• F1 scores of Rouge-1 (R1), Rouge-2 (R2), Rouge-L (RL), and 
Rouge-Lsum (RLsum) (Lin, 2004) 

• BERTScore (Zhang et al., 2020) 

• METEOR (Banerjee and Lavie, 2005)  

• sacreBLEU (Post, 2018) 

• NIST (Lin and Hovy, 2003) 



Experiments 

• Training and Inference 

• Backbones 

• Longformer (Beltagy et al., 2020) 👉 Seq2Seq 

• Vicuna13B-16k (Zheng et al., 2023) 👉 GPT 

• Baselines 

• Backbones w/ FFT 

• Backbones w/ LoRA 

• GPT-4 (ZS & ICL) 

• Other SOTAs



RST variant performance
Training & Inference We operate Longformer
(Beltagy et al., 2020) and Vicuna13B-16k (Zheng
et al., 2023) as our baseline backbone mod-
els. Longformer is a state-of-the-art, open-source
model optimized for handling long documents un-
der Seq2Seq architecture. Meanwhile, Vicuna is an-
other SOTA model based on GPT architecture. Our
objective in using these models is to demonstrate
the generalizability of our strategy across different
architectural frameworks. We also include GPT-4
(OpenAI, 2023) as one of our comparative models.
It should be noted that for GPT-4, we use both zero-
shot learning (ZS) and in-context learning (ICL)
with demonstrations from two randomly selected
samples from the training datasets4. Besides, we
compare our results with both the original full pa-
rameter fine-tuning (FFT) and the vanilla LoRA
fine-tuning. All open-source models, including the
baseline, proposed, and ablation models, adhere to
identical hyperparameter settings. These settings
are elaborated in Appendix D.

5.2 Experimental Results

General Results The differences in performance
of different RST variants are shown in Table 1.
Among our proposed RST-injected variants, mod-
els integrating discourse relation labels generally
outperformed those without this integration. Sim-
ilarly, models considering the uncertainty in dis-
course relations fare better than those disregarding
it. This suggests that integrating parser uncertainty
and coherence labels into the model improves the
robustness of the model against potential misinfor-
mation to a certain extent when compared to the
parser’s 1-best binary decisions.

Table 2 shows the performance differences be-
tween our final strategy (the best RST variant) and
other comparative models. Specifically, GPT-4 ex-
hibits the poorest overall performance, attributable
to a lack of parameter tuning. The performance of
the models based on Vicuna as backbone is over-
all better than the models based on Longformer
due to the larger number of parameters. Regarding
parameter-efficient settings, vanilla LoRA’s perfor-
mance is marginally lower than FFT across most
datasets, except eLife. However, LoRA achieves
comparable results to FFT while only requiring ad-
justments of 0.25% of parameters for Longformer
and 0.05% for Vicuna, highlighting LoRA’s effi-
ciency.

4Prompts can be found in Appendix E.1 and E.2.

Data Model R1f1" R2f1" RLf1" RLsumf1"

M
ul

ti-
Le

xS
um

LongformerRST b
wo�LoRA 45.82 21.32 23.81 43.40

LongformerRST b
w�LoRA 46.02 21.34 23.87 43.39

LongformerRST
p
wo�LoRA 46.21 21.54 24.09 43.37

LongformerRST
p
w�LoRA 46.33 21.86 24.11 43.58

VicunaRST b
wo�LoRA 46.32 21.64 24.22 43.32

VicunaRST b
w�LoRA 47.33 22.70 24.25 43.31

VicunaRST
p
wo�LoRA 47.39 22.79 24.35 43.33

VicunaRST
p
w�LoRA 47.45 23.19 24.39 44.02

eL
ife

LongformerRST b
wo�LoRA 49.34 14.24 21.34 46.74

LongformerRST b
w�LoRA 49.41 14.39 21.29 46.79

LongformerRST
p
wo�LoRA 49.87 14.49 21.83 47.15

LongformerRST
p
w�LoRA 49.89 14.68 22.11 47.64

VicunaRST b
wo�LoRA 48.73 14.68 21.89 47.11

VicunaRST b
w�LoRA 49.72 14.72 22.03 47.02

VicunaRST
p
wo�LoRA 49.87 14.79 22.21 48.10

VicunaRST
p
w�LoRA 49.92 14.92 22.41 48.21

B
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um

C
ha

pt
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LongformerRST b
wo�LoRA 34.70 10.22 20.39 34.21

LongformerRST b
w�LoRA 34.72 10.19 20.41 34.87

LongformerRST
p
wo�LoRA 35.29 11.38 21.62 35.11

LongformerRST
p
w�LoRA 35.40 11.76 21.88 35.27

VicunaRST b
wo�LoRA 37.28 12.35 22.13 38.33

VicunaRST b
w�LoRA 37.41 12.66 22.51 38.40

VicunaRST
p
wo�LoRA 37.87 13.10 22.77 39.69

VicunaRST
p
w�LoRA 37.92 13.24 22.93 40.31

Table 1: Performance of different RST variants

We also observe consistent performance im-
provements in LoRA when integrating RST struc-
ture into its training process without increasing
the number of fine-tunable parameters, and in most
cases even exceeds the FFT model. Our final model
RSTp

w-LoRA, integrates both discourse relation
types and uncertainty into LoRA’s training, achiev-
ing the best experimental outcomes. It also defeats
SOTA models (fully fine-tuned with complicated
strategies) on some metrics, including the current
most advanced model (Pu et al., 2023) that incor-
porates RST structure to improve summarization
performance.

Ablation Results To further assess the impact of
the RST matrix on model performance, we specify
three additional control conditions:
• RSTEven: In the RST matrix, we set values to 1

at even positions and 0 at odd positions.
• RSTOdd: We assign values of 1 at odd positions

and 0 at even positions in the RST matrix.
• RSTRandom: We assign random values 2
[0, 1] ✓ R to the RST matrix without considering
the probability of discourse relations.
In ablation experiments, we use Vicuna as back-

bone for testing. The motivation behind setting
these three ablation conditions is to simulate the
extreme scenario where the RST parser completely
fails to deliver valuable discourse information. Ta-
ble 3 indicates that different ablation integration

• Label integration 

• Uncertainty consideration

Both complementarily enhance 
model performance



Main Results 

Dataset Model # Trainable Parameters R1f1" R2f1" RLf1" RLsumf1" BERTscoref1" Meteor" sacreBLEU" NIST"

M
ul

ti-
Le

xS
um

LongformerFFT 0.44B 45.81 21.32 23.71 43.25 87.21 33.30 12.06 2.23
LongformerLoRA 1.13M 45.78 21.30 23.65 43.12 87.31 33.31 12.00 2.28
LongformerRST

p
w�LoRA 1.13M 46.33†‡ 21.86†‡ 24.11†‡ 43.58†‡ 92.01†‡ 34.55†‡ 13.11†‡ 3.21†‡

VicunaFFT 13B 46.40 21.88 24.15 43.28 90.02 33.19 13.56 3.32
VicunaLoRA 6M 46.32 21.76 24.09 43.14 89.45 33.22 13.44 3.31
VicunaRST

p
w�LoRA 6M 47.45‡ 23.19†‡ 24.39

†‡
44.02

†‡
93.89

†‡
35.31

†‡
14.02

†‡
4.11

†‡

GPT-4ZS - 38.74 13.39 18.26 37.67 60.91 24.24 7.43 1.55
GPT-4ICL - 42.14 15.27 20.37 40.12 71.32 28.14 10.22 1.90
Pu et al. (2023) - 46.42 22.89 - 43.98 86.70 33.94 - -
Shen et al. (2022) - 53.73 27.32 - 30.89 42.01 - - -

eL
ife

LongformerFFT 0.44B 47.59 13.58 20.75 45.25 85.50 28.21 6.86 2.90
LongformerLoRA 1.13M 48.31 13.69 21.10 45.80 85.63 28.18 7.05 3.12
LongformerRST

p
w�LoRA 1.13M 49.89†‡ 14.68†‡ 22.11†‡ 47.64†‡ 87.64†‡ 31.23†‡ 7.78†‡ 3.79

†‡

VicunaFFT 13B 48.32 14.06 21.31 45.57 85.71 30.28 7.00 2.91
VicunaLoRA 6M 48.41 14.32 21.40 46.01 86.06 31.00 6.62 2.88
VicunaRST

p
w�LoRA 6M 49.92

†‡
14.92

†‡
22.41

†‡
48.21

†‡
87.81

†‡
33.22

†‡
8.15

†‡ 3.42†‡

GPT-4ZS - 42.73 9.05 17.93 40.15 61.21 25.13 3.47 2.32
GPT-4ICL - 44.62 11.35 20.03 44.09 73.23 27.36 5.66 2.45
Tang et al. (2023) - 35.22 9.73 - 32.33 - - - -
Pu et al. (2023) - 48.70 14.84 - 46.13 84.70 29.53 - -

B
oo

kS
um

C
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LongformerFFT 0.44B 34.68 10.02 20.35 33.71 81.02 27.30 3.32 1.62
LongformerLoRA 1.13M 34.63 9.96 20.22 33.79 81.33 27.32 3.55 1.86
LongformerRST

p
w�LoRA 1.13M 35.40†‡ 11.76†‡ 21.88†‡ 35.27†‡ 83.99†‡ 29.03†‡ 5.94

†‡ 2.02†‡

VicunaFFT 13B 37.21 12.38 22.07 38.21 82.31 28.01 3.45 1.70
VicunaLoRA 6M 37.30 12.26 21.84 38.23 82.23 27.83 3.34 1.68
VicunaRST

p
w�LoRA 6M 37.92†‡ 13.24

†‡
22.93

†‡
40.31

†‡ 84.12†‡ 29.22
†‡ 5.48†‡ 2.32

†‡

GPT-4ZS - 35.25 7.46 17.52 34.23 58.56 26.50 3.36 1.54
GPT-4ICL - 37.42 10.06 19.49 36.11 79.56 27.56 3.52 1.72
Pu et al. (2023) - 34.02 10.28 - 32.87 85.30 27.47 - -
Cao and Wang (2023) - 41.11 10.63 - 40.20 - - - -
Scirè et al. (2023) - 42.13 10.53 16.75 - - - - -

Table 2: Model performance. The bold numbers represent the best results concerning the given test set. † and ‡

indicate statistical significance (p<0.05) of our final model (RSTp
w-LoRA) against the FFT and LoRA model via

paired t-test based on the same backbone respectively. FFT for full fine-tuning, ZS for zero-shot learning and
ICL for in-context learning. Each result of the SOTA models is directly replicated from their original papers.

Dataset Model R1f1" R2f1" RLf1" RLsumf1"

ML
RSTEven 46.21 21.39 23.66 42.55
RSTOdd 46.26 21.37 23.82 42.90
RSTRandom 46.30 21.73 24.07 43.10

eLife
RSTEven 47.10 14.28 20.86 45.33
RSTOdd 47.04 14.20 20.98 45.31
RSTRandom 47.32 14.29 21.36 45.71

BC
RSTEven 37.09 12.20 21.75 38.06
RSTOdd 37.01 12.18 21.72 38.10
RSTRandom 37.27 12.23 21.80 38.19

Table 3: F1 scores for ablation study

strategies not only fail to enhance the model’s per-
formance but even detract from it. Experiments
by introducing random noise exhibit that these ar-
bitrary values reduce the model’s performance to
a level marginally lower than the original LoRA.
Furthermore, this also implies that when the RST
parser fails to provide meaningful knowledge (as
in the case of random noise), the impact of noise
on the performance of the model is limited.

5.3 Analysis

Hallucination Checking We delve deeper into
the level of factual consistency of the generated

summaries, which we test using the SummaC
method (Laban et al., 2022). The score of SummaC
ranges from 0 to 1, and the higher the score, the bet-
ter the consistency. The results of the assessment
using Vicuna as backbone are depicted in Figure
4. We observe that GPT-4 exhibits the weakest
factual consistency, while the original LoRA also
shows a comparatively lower level of factual accu-
racy than FFT. However, explicitly incorporating
RST structure into LoRA mitigates the issue of hal-
lucinations/inaccuracies in generated summaries,
achieving better results than FFT model.

Impact of Different Rank r Figure 5 and Fig-
ures 6, 7 in Appendix F illustrate the impact of dif-
ferent ranks on model performance (Vicuna back-
bone). Across different datasets, the RST-aware
model consistently outperforms the original LoRA
at various ranks and achieves similar performance
as the FFT model at lower ranks. Furthermore,
a larger rank r will help to improve the perfor-
mance of the model, which is also aligned with the
findings of He et al. (2022); Zhang et al. (2023a).
However, a higher rank correlates with an increased

• LoRA vs. FFT: Comparable, 
more efficient 

• -LoRA: Best performance 

• GPT-4: Poorest, lacks tuning

RSTp
w



Ablation Study

Dataset Model # Trainable Parameters R1f1" R2f1" RLf1" RLsumf1" BERTscoref1" Meteor" sacreBLEU" NIST"

M
ul

ti-
Le

xS
um

LongformerFFT 0.44B 45.81 21.32 23.71 43.25 87.21 33.30 12.06 2.23
LongformerLoRA 1.13M 45.78 21.30 23.65 43.12 87.31 33.31 12.00 2.28
LongformerRST

p
w�LoRA 1.13M 46.33†‡ 21.86†‡ 24.11†‡ 43.58†‡ 92.01†‡ 34.55†‡ 13.11†‡ 3.21†‡

VicunaFFT 13B 46.40 21.88 24.15 43.28 90.02 33.19 13.56 3.32
VicunaLoRA 6M 46.32 21.76 24.09 43.14 89.45 33.22 13.44 3.31
VicunaRST

p
w�LoRA 6M 47.45‡ 23.19†‡ 24.39

†‡
44.02

†‡
93.89

†‡
35.31

†‡
14.02

†‡
4.11

†‡

GPT-4ZS - 38.74 13.39 18.26 37.67 60.91 24.24 7.43 1.55
GPT-4ICL - 42.14 15.27 20.37 40.12 71.32 28.14 10.22 1.90
Pu et al. (2023) - 46.42 22.89 - 43.98 86.70 33.94 - -
Shen et al. (2022) - 53.73 27.32 - 30.89 42.01 - - -

eL
ife

LongformerFFT 0.44B 47.59 13.58 20.75 45.25 85.50 28.21 6.86 2.90
LongformerLoRA 1.13M 48.31 13.69 21.10 45.80 85.63 28.18 7.05 3.12
LongformerRST

p
w�LoRA 1.13M 49.89†‡ 14.68†‡ 22.11†‡ 47.64†‡ 87.64†‡ 31.23†‡ 7.78†‡ 3.79

†‡

VicunaFFT 13B 48.32 14.06 21.31 45.57 85.71 30.28 7.00 2.91
VicunaLoRA 6M 48.41 14.32 21.40 46.01 86.06 31.00 6.62 2.88
VicunaRST

p
w�LoRA 6M 49.92

†‡
14.92

†‡
22.41

†‡
48.21

†‡
87.81

†‡
33.22

†‡
8.15

†‡ 3.42†‡

GPT-4ZS - 42.73 9.05 17.93 40.15 61.21 25.13 3.47 2.32
GPT-4ICL - 44.62 11.35 20.03 44.09 73.23 27.36 5.66 2.45
Tang et al. (2023) - 35.22 9.73 - 32.33 - - - -
Pu et al. (2023) - 48.70 14.84 - 46.13 84.70 29.53 - -

B
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um

C
ha
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er

LongformerFFT 0.44B 34.68 10.02 20.35 33.71 81.02 27.30 3.32 1.62
LongformerLoRA 1.13M 34.63 9.96 20.22 33.79 81.33 27.32 3.55 1.86
LongformerRST

p
w�LoRA 1.13M 35.40†‡ 11.76†‡ 21.88†‡ 35.27†‡ 83.99†‡ 29.03†‡ 5.94

†‡ 2.02†‡

VicunaFFT 13B 37.21 12.38 22.07 38.21 82.31 28.01 3.45 1.70
VicunaLoRA 6M 37.30 12.26 21.84 38.23 82.23 27.83 3.34 1.68
VicunaRST

p
w�LoRA 6M 37.92†‡ 13.24

†‡
22.93

†‡
40.31

†‡ 84.12†‡ 29.22
†‡ 5.48†‡ 2.32

†‡

GPT-4ZS - 35.25 7.46 17.52 34.23 58.56 26.50 3.36 1.54
GPT-4ICL - 37.42 10.06 19.49 36.11 79.56 27.56 3.52 1.72
Pu et al. (2023) - 34.02 10.28 - 32.87 85.30 27.47 - -
Cao and Wang (2023) - 41.11 10.63 - 40.20 - - - -
Scirè et al. (2023) - 42.13 10.53 16.75 - - - - -

Table 2: Model performance. The bold numbers represent the best results concerning the given test set. † and ‡

indicate statistical significance (p<0.05) of our final model (RSTp
w-LoRA) against the FFT and LoRA model via

paired t-test based on the same backbone respectively. FFT for full fine-tuning, ZS for zero-shot learning and
ICL for in-context learning. Each result of the SOTA models is directly replicated from their original papers.

Dataset Model R1f1" R2f1" RLf1" RLsumf1"

ML
RSTEven 46.21 21.39 23.66 42.55
RSTOdd 46.26 21.37 23.82 42.90
RSTRandom 46.30 21.73 24.07 43.10

eLife
RSTEven 47.10 14.28 20.86 45.33
RSTOdd 47.04 14.20 20.98 45.31
RSTRandom 47.32 14.29 21.36 45.71

BC
RSTEven 37.09 12.20 21.75 38.06
RSTOdd 37.01 12.18 21.72 38.10
RSTRandom 37.27 12.23 21.80 38.19

Table 3: F1 scores for ablation study

strategies not only fail to enhance the model’s per-
formance but even detract from it. Experiments
by introducing random noise exhibit that these ar-
bitrary values reduce the model’s performance to
a level marginally lower than the original LoRA.
Furthermore, this also implies that when the RST
parser fails to provide meaningful knowledge (as
in the case of random noise), the impact of noise
on the performance of the model is limited.

5.3 Analysis

Hallucination Checking We delve deeper into
the level of factual consistency of the generated

summaries, which we test using the SummaC
method (Laban et al., 2022). The score of SummaC
ranges from 0 to 1, and the higher the score, the bet-
ter the consistency. The results of the assessment
using Vicuna as backbone are depicted in Figure
4. We observe that GPT-4 exhibits the weakest
factual consistency, while the original LoRA also
shows a comparatively lower level of factual accu-
racy than FFT. However, explicitly incorporating
RST structure into LoRA mitigates the issue of hal-
lucinations/inaccuracies in generated summaries,
achieving better results than FFT model.

Impact of Different Rank r Figure 5 and Fig-
ures 6, 7 in Appendix F illustrate the impact of dif-
ferent ranks on model performance (Vicuna back-
bone). Across different datasets, the RST-aware
model consistently outperforms the original LoRA
at various ranks and achieves similar performance
as the FFT model at lower ranks. Furthermore,
a larger rank r will help to improve the perfor-
mance of the model, which is also aligned with the
findings of He et al. (2022); Zhang et al. (2023a).
However, a higher rank correlates with an increased

• RST control conditions: Even, 
Odd, Random 

• Vicuna backbone testing 

• Ablation shows reduced 
performance



Hallucination Checking 

• SummaC testing: 0-1 score 
range 

• GPT-4: Weakest consistency 

• RST enhances LoRA: 
Reduces hallucinations



Impact of Different Rank r

 is a trade-off point between performance gain and computational cost r = 8



Impact of Parser Capability  

LoRA          46.32    21.76    24.09        43.14 

• Parser impact test: 10%, 20%, 
40%, 80% masking 

• Vicuna backbone: Multi-
LexSum dataset 

• Performance declines: >40% 
noise



Human Evaluation  

• Human evaluation: 
BookSum, 10 instances 

• Evaluators: CL/CS 
Graduate candidates, 
blind test 

• -LoRA: Highest 
neural model performance
RSTp

w

Relevance (R), Informativeness (I), Conciseness (C), Faithfulness (F) 

Candidate R I C F Best | Worst
Human 4.70 4.83 4.53 4.67 83.3% | 0.0%
GPT-4ICL 3.76 2.27 3.25 2.33 0.0% | 56.7%
VicunaLoRA 4.03 2.37 3.20 2.50 0.0% | 20.0%
VicunaFFT 4.27 2.57 3.67 2.77 6.67% | 13.3%
VicunaRST

p
w�LoRA 4.53 3.90 4.03 3.17 13.3% | 10.0%

Table 5: Human evaluation results

models, GPT-4 shows the least performance, with
LoRA coming in second, having a 20% probabil-
ity of being rated as the worst. The FFT model
fares slightly better than the LoRA model. The
RSTp

w-LoRA model outperforms other neural sum-
marization systems across all metrics, and its aver-
age scores on some indicators approach the level of
human performance. Moreover, compared to other
neural summarization systems, the RSTp

w-LoRA
model is more likely to be recognized for produc-
ing the highest quality summaries and less likely
to be considered as generating the poorest quality
summaries.

GPT-4 Evaluation Inspired by Liu et al. (2023b),
we engage GPT-4 to assess our candidate models
using the same guidelines as our human evalua-
tors. To ensure experimental consistency, all exper-
iments use the identical hyper-parameters settings
detailed in Appendix D. To avoid potential biases
from previous interactions, we reset the conversa-
tion history prior to each query and abstain from
making any further modifications. In our initial in-
vestigation, we aim to explore the extent to which
GPT-4 evaluations5 generally concur with human
assessments in terms of both relative ranking and
average scores within the same subset of 10 sam-
ples delineated in human evaluations. We then
extend the evaluation to include all samples from
the test sets6.

The outcomes for these tests are shown in Table
6, as well as in Table 9, 10 in Appendix H. We find
that in GPT-4 evaluation, GPT-4 tends to assign the
lowest scores to its own answers compared to those
generated by other fine-tuned models. Summaries
written by humans receive the highest scores and
are generally regarded as the highest quality. In
line with human evaluation findings, GPT-4 also
recognizes LoRA as yielding inferior outcomes.
In addition, the RSTp

w-LoRA model scored higher

5Utilizing the same iteration of the GPT-4 model as em-
ployed in prior summary generation tasks.

6Prompt can be found in Appendix E.3.

Candidate R I C F Best | Worst
Human 4.89 4.76 4.67 4.72 96.8% | 0.0%
GPT-4ICL 4.02 3.81 4.47 3.12 0.0% | 35.3%
VicunaLoRA 4.20 3.82 4.43 3.37 0.0% | 29.5%
VicunaFFT 4.31 4.04 4.49 3.55 0.0% | 25.5%
VicunaRST

p
w�LoRA 4.46 4.44 4.60 4.12 3.2% | 9.7%

Table 6: GPT-4 evaluation results on BC dataset

than both LoRA and FFT. We further discuss the
error analysis (case study) in Appendix I.

6 Conclusion

We present RST-LoRA, a novel discourse-aware
LoRA model tailored for long document sum-
marization. Our approach primarily incorporates
rhetorical knowledge into the LoRA training pro-
cess by transforming RST structures into RST dis-
tributions. We develop four RST-LoRA variants,
examining the impact of uncertainty in RST rela-
tional connections and discourse labels on overall
performance. Empirical evidence from our stud-
ies demonstrates a consistent improvement in the
performance of the standard LoRA model. By fine-
tuning less than 0.5% of the LLMs parameters,
our best RST-LoRA variant not only surpasses the
performance of LoRA and FFT but also exceeds
previous state-of-the-art methods. Furthermore,
our analysis underscores the efficacy of our ap-
proach in leveraging discourse knowledge, which
strengthens LoRA’s capabilities in producing more
factually consistent and better-quality summaries.

7 Ethics Considerations

The datasets employed in our research are acces-
sible to the public. Throughout the stages of data
processing, experimental analysis, and model train-
ing/evaluation, our approach detects no violations
of privacy. Regarding human evaluation, all par-
ticipants engage voluntarily and are appropriately
compensated. Additionally, we guarantee a safe
and supportive setting during the evaluation period,
following the ACM Code of Ethics in our experi-
mentation and analysis.

8 Limitations

Data All long document summarization datasets
we use are open-source and peer-reviewed datasets.
While these data sources are of high quality, in-
herent bias may exist within them. Exploring bias
falls outside the scope of our study. In addition,



GPT-4 Evaluation   

Candidate R I C F Best | Worst
Human 4.70 4.83 4.53 4.67 83.3% | 0.0%
GPT-4ICL 3.76 2.27 3.25 2.33 0.0% | 56.7%
VicunaLoRA 4.03 2.37 3.20 2.50 0.0% | 20.0%
VicunaFFT 4.27 2.57 3.67 2.77 6.67% | 13.3%
VicunaRST

p
w�LoRA 4.53 3.90 4.03 3.17 13.3% | 10.0%

Table 5: Human evaluation results

models, GPT-4 shows the least performance, with
LoRA coming in second, having a 20% probabil-
ity of being rated as the worst. The FFT model
fares slightly better than the LoRA model. The
RSTp

w-LoRA model outperforms other neural sum-
marization systems across all metrics, and its aver-
age scores on some indicators approach the level of
human performance. Moreover, compared to other
neural summarization systems, the RSTp

w-LoRA
model is more likely to be recognized for produc-
ing the highest quality summaries and less likely
to be considered as generating the poorest quality
summaries.

GPT-4 Evaluation Inspired by Liu et al. (2023b),
we engage GPT-4 to assess our candidate models
using the same guidelines as our human evalua-
tors. To ensure experimental consistency, all exper-
iments use the identical hyper-parameters settings
detailed in Appendix D. To avoid potential biases
from previous interactions, we reset the conversa-
tion history prior to each query and abstain from
making any further modifications. In our initial in-
vestigation, we aim to explore the extent to which
GPT-4 evaluations5 generally concur with human
assessments in terms of both relative ranking and
average scores within the same subset of 10 sam-
ples delineated in human evaluations. We then
extend the evaluation to include all samples from
the test sets6.

The outcomes for these tests are shown in Table
6, as well as in Table 9, 10 in Appendix H. We find
that in GPT-4 evaluation, GPT-4 tends to assign the
lowest scores to its own answers compared to those
generated by other fine-tuned models. Summaries
written by humans receive the highest scores and
are generally regarded as the highest quality. In
line with human evaluation findings, GPT-4 also
recognizes LoRA as yielding inferior outcomes.
In addition, the RSTp

w-LoRA model scored higher

5Utilizing the same iteration of the GPT-4 model as em-
ployed in prior summary generation tasks.

6Prompt can be found in Appendix E.3.

Candidate R I C F Best | Worst
Human 4.89 4.76 4.67 4.72 96.8% | 0.0%
GPT-4ICL 4.02 3.81 4.47 3.12 0.0% | 35.3%
VicunaLoRA 4.20 3.82 4.43 3.37 0.0% | 29.5%
VicunaFFT 4.31 4.04 4.49 3.55 0.0% | 25.5%
VicunaRST

p
w�LoRA 4.46 4.44 4.60 4.12 3.2% | 9.7%

Table 6: GPT-4 evaluation results on BC dataset

than both LoRA and FFT. We further discuss the
error analysis (case study) in Appendix I.

6 Conclusion

We present RST-LoRA, a novel discourse-aware
LoRA model tailored for long document sum-
marization. Our approach primarily incorporates
rhetorical knowledge into the LoRA training pro-
cess by transforming RST structures into RST dis-
tributions. We develop four RST-LoRA variants,
examining the impact of uncertainty in RST rela-
tional connections and discourse labels on overall
performance. Empirical evidence from our stud-
ies demonstrates a consistent improvement in the
performance of the standard LoRA model. By fine-
tuning less than 0.5% of the LLMs parameters,
our best RST-LoRA variant not only surpasses the
performance of LoRA and FFT but also exceeds
previous state-of-the-art methods. Furthermore,
our analysis underscores the efficacy of our ap-
proach in leveraging discourse knowledge, which
strengthens LoRA’s capabilities in producing more
factually consistent and better-quality summaries.

7 Ethics Considerations

The datasets employed in our research are acces-
sible to the public. Throughout the stages of data
processing, experimental analysis, and model train-
ing/evaluation, our approach detects no violations
of privacy. Regarding human evaluation, all par-
ticipants engage voluntarily and are appropriately
compensated. Additionally, we guarantee a safe
and supportive setting during the evaluation period,
following the ACM Code of Ethics in our experi-
mentation and analysis.

8 Limitations

Data All long document summarization datasets
we use are open-source and peer-reviewed datasets.
While these data sources are of high quality, in-
herent bias may exist within them. Exploring bias
falls outside the scope of our study. In addition,

• GPT-4 self-evaluation: 
Lowest scores to own 
answers 

• -LoRA: more closer 
to the quality of human-
generated summaries

RSTp
w

Relevance (R), Informativeness (I), Conciseness (C), Faithfulness (F) 



Conclusion 

• A method for injecting discourse knowledge into the training of LoRA 
model.  

• Discourse uncertainty and relation labels are complementarily.  

• Our model outperforms current SOTA models in specific evaluation 
metrics.



More Info 

• Data & Code: https://dongqi.me/projects/RST-LoRA 

• Questions: dongqi.me@gmail.com

https://dongqi.me/projects/RST-LoRA
mailto:dongqi.me@gmail.com


Thanks for listening
Q&A


