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TL;DR

We propose EDU-level rhetorical planning using discourse structure 
and question-based cues to control explanatory content generation in 
lay summarization.
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Motivation

• Why Do Lay Summaries Need Explanations? 

• What Are Current Summarization Models Missing? 

• Why Is Discourse-driven Planning a Promising Solution? 

• What Are the Challenges We Address?
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Motivation

• Why Do Lay Summaries Need Explanations? 

• Scientific concepts presented in academic documents are often too 
complex for non-experts to understand 

• Human-written lay summaries often contain analogies, causal 
justifications, and background 

• Just simplifying language (e.g., shorter sentences) may lead to 
loss of meaning or misinterpretation
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Motivation

• What Are Current Summarization Models Missing? 

• Many models treat summarization as a flat end-to-end task without 
explicitly modeling explanations 

• Current models underproduce explanations, yielding summaries 
that are less clear, less accessible than human lay summaries
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Motivation

• Why Is Discourse-driven Planning a Promising Solution? 

• Discourse structures help to identify explanatory sentences and 
their rhetorical function 

• Planning offers controllability, enabling models to decide what and 
where to explain 

• Question-based plans naturally trigger explanation generation
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Motivation

• What Are the Challenges We Address? 

• Lack of gold explanation annotations → need for automatic method 
(via discourse + LLMs) 

• Explanations are hard to evaluate automatically; many are 
misclassified as hallucinations
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Prerequisite 

• Rhetorical Structure Theory (RST) 

• Models discourse as a tree of 
Elementary Discourse Units (EDUs) 

• Connects via rhetorical relations 

• Defines nuclearity structure: nucleus 
(central) vs. satellite (supportive) 

• Reveals explanatory roles like 
Justification and Background
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Prerequisite 

• Question Under Discussion (QUD) 

• Models discourse via a stack of implicit questions 

• Each sentence resolves a current question in context 

• Adds an intentional layer to discourse modeling

9

TACL 2025



Method Overview

• Objective: Generate lay summaries with 
explicit, controllable explanations 

• Strategy: Use planning to guide both 
where and how to insert explanations 

• Foundation: Leverage Rhetorical 
Structure Theory (RST) and the Question 
Under Discussion (QUD) framework
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Planning Pipeline

• Step 1: Automatically extract 
explanatory EDUs using 
DMRST parser 

• Step 2: For each explanatory 
EDU, generate a 
corresponding plan question 
using GPT-4o 

• Step 3: Construct a “plan” as 
an ordered list of questions, 
each prompting an explanation 
in the summary
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Model Variants

•  Model 

• Jointly generates plan questions and summary in a single sequence 

•  Model 

• Two-stage approach: first generate plan, then use it to guide summary 
generation

Plan-Output

Plan-Input
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Experiments

• Three Lay Summarization Benchmarks
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DATASET # TRAINING # VALIDATION # TEST AVG. DOC TOKENS AVG. SUMM TOKENS COVERAGE DENSITY COMPRESSION RATIO

SciNews 33,497 4,187 4,188 7,760.90 694.80 0.74 0.94 12.71
eLife 4,346 241 241 7,833.14 383.02 0.82 1.77 20.52
PLOS 24,773 1,376 1,376 5,340.58 178.66 0.07 0.90 36.06

Table 1: Descriptive statistics for SciNews, eLife, and PLOS datasets.

material and lower scores reflecting more complex
passages. Additionally, we compute EXPRATIO,
which represents the proportion of explanatory
EDUs to the total number of EDUs in the generated
summary (explanatory and target EDUs always ap-
pear in pairs due to the RST structure). A higher
EXPRATIO suggests the summary contains more
explanations. We also report the generated sum-
mary length, which we calculate as the average
number of summary tokens (AST) using spaCy.

We assess factual consistency between the
source document and the generated summary us-
ing SUMMACConv (Laban et al., 2022), which de-
termines whether summary sentences are entailed
by the input. However, human-written lay sum-
maries often include additional external informa-
tion, which could be mistakenly classified as hallu-
cinations when assessed automatically with origi-
nal SUMMACConv. This highlights the limitations
of traditional consistency detection metrics for our
task, where only extrinsic hallucinations, rather
than all additional explanations, should be penal-
ized.

To address this issue, we propose a new SUM-
MAC variant. Specifically, for summary sentences
with entailment scores below 0.5 (i.e., not sup-
ported by the source text), we use the Wikipedia-
API to retrieve relevant articles and re-evaluate
these sentences using SUMMACConv. This ap-
proach allows us to determine whether sentences
unsupported by the source text can be validated
using external knowledge bases. If the highest en-
tailment score from the retrieved articles is higher
than the original score, it replaces the original
score for that sentence. We report both the original
SUMMACConv and the proposed variant, which we
call SUMMAC⇤. We also leverage VERISCORE
(Song et al., 2024) to verify whether the claims in
the generated summary align with objective facts
by consulting external knowledge bases. For claim
extraction and verification, we use GPT-4o.

Model Comparisons We build Plan-Output

and Plan-Input (PG and SG) on top of the
Mistral-7B-Instruct-v0.3, which we fully

fine-tune on the above datasets (enriched with plan
annotations). We compare our models against the
following Mistral configurations: a) zero-shot set-
ting (MistralZS); b) in-context learning with one
randomly selected demonstration from the train-
ing split (MistralICL); and c) full parameter fine-
tuning without planning (MistralFT ).

We also re-implement the best-performing
multi-task blueprint model (BlueprintMT ) from
Narayan et al. (2023), which is optimized for two
tasks: 1) question generation given source docu-
ment and said answer, or 2) summary generation
given the same document and its question-answer
plan. We use GPT-4o to identify answers (while
the original Blueprint model extracts answers
using spaCy, we employ GPT-4o which leads to
better performance – on average 2.21% higher RL-
SUM across datasets) and generate corresponding
questions and fine-tune with the same backbone
Mistral model on datasets enriched with question-
answer plans.1

All comparison models follow identical hyper-
parameter settings detailed in Appendix B. We also
include results with GPT-4o (Achiam et al., 2023)
in zero-shot (GPT-4oZS) and in-context learning
(GPT-4oICL) settings; we compare against the
state-of-the-art (SOTA) methods on each dataset
(results are directly taken from respective pub-
lications). For a fair comparison, we use the
same prompt and/or selected sample for both
MistralZS/ICL and GPT-4oZS/ICL. After infer-
ence, we discard all generated plans, retaining only
the summaries for automatic evaluation.

5 Results

Our results are summarized in Table 2, which con-
sists of three main blocks corresponding to differ-
ent datasets. Within each block, we compare mod-
els in zero-shot and in-context learning settings
against fine-tuned systems and, where applicable,
against the human reference summaries.

We find the performance of fine-tuned models
to be superior. Across all metrics and datasets,

1Prompts are offered in Appendix Figures 8, 9, 10 and 11.



Experiments

• Discourse Parsing 

• RST Parser 

• Utilized DMRST for identifying explanatory EDUs and targets in 
reference summaries 

• (Full) Random replacement (FRR/RR) applied to simulate parser 
instability
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Experiments

• Alternative Parsing Strategies 

• Rule-based extraction (Stede et al. 2017) 

• LLaMA-based RST parser (Maekawa et al., EACL 2024) 

• RST-Coref parser (Guz & Carenini, CODI 2020) 

• GPT-4o and Mistral as zero-shot extractors 

• Plan Generation 

• GPT-4o generates plan questions for each explanatory EDU
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Experiments

• Backbone 

• All candidate models built on  (fully fine-
tuned) 

• Baselines 

• Backbone w/ zero-shot, in-context, and vanilla fine-tuning 

• Other SOTAs

Mistral-7B-Instruct-v0.3
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Experiments

• Automatic Metrics 

• ROUGE-2, ROUGE-Lsum (informativeness) 

• BERTScore (semantic similarity) 

• D-SARI, FRE (readability) 

• ExpRatio (proportion of explanations) 

• SummaC, SummaC  (factual consistency, incl. external verification) 

• VeriScore (knowledge-grounded claim verification)

⋆
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Experiments

• Human & LLM-Based Evaluation 

• Six-dimension Likert scoring (Faithfulness, Relevance, 
Informativeness, Accessibility, Explanation Accuracy, Explanation 
Usefulness) 

• LLM-as-Judge (GPT-4o) for large-scale validation
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Main Results
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Parser Choice Analysis
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• Summary quality improves with 
more accurate discourse 
parsers 

• DMRST parser gives best 
overall performance among 
other alternatives 

• RST-based planning is robust to 
parser variation but degrades 
with random/noisy parsing

RR = random replacement, FRR = full random replacement 



Plan Question Quality
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• Summary quality is directly 
impacted by the relevance of 
plan questions 

• Robust to small noise, but 
random/irrelevant plans 
sharply reduce performance

RAST (Gou et al., EMNLP 2023) is a SOTA question generation method.                                                                           
RR = random replacement, FRR = full random replacement 



Controllability
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• Removing plan questions for specific relations directly reduces 
corresponding explanation types in output



Human Evaluation
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•  achieves highest human 
ratings among neural models for 
faithfulness, relevance, 
informativeness, accessibility, and 
explanation usefulness 

• Human-written summaries remain 
best overall, but  is most 
competitive

Plan-Input

Plan-Input



LLM-as-Judge Evaluation
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• LLM-based (GPT-4o) evaluation 
aligns with human ratings 

•  is consistently rated 
highest among models 

• GPT-4o assigns lowest quality 
scores to its own generations

Plan-Input



Conclusion

• We propose a discourse-driven, plan-based method that enables 
controlled generation of explanatory lay summaries. 

• Our models achieve state-of-the-art performance in summary quality, 
factual consistency, and explanation diversity across multiple 
datasets. 

• Planning at the EDU level allows fine-grained control and robust 
alignment with human-written summaries.
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More Info

• Code: https://dongqi.me/projects/ExpSum 

• Questions: dongqi.me@gmail.com
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